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Background

Tiny Machine Learning (TinyML) is a novel research area ~ Most of TinyML related
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aiming at designing machine and deep learning literature focuses on the PRV 2 e
algorithms able to be executed on tiny devices. approximation of CNNs. < /4/ s ((
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omnipresent in our every-day life[2], and the design of techniques for achieving = | T
lightweight and reliable algorithms is now crucial. this goal are: B B
UltrawideBand (UWB) is a radar technology that is *  Quantization [3] &
emerging as an alternative to common sensors, *  Pruning [4] SF <
particularly suitable for privacy-preserving embedded *  Knowledge Ny Acquisition S
devices due to its precision and low energy consumption. distillation =
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We propose a TinyML solution that uses a tiny The researches on UWB-radar data concentrate on tasks
convolutional neural network (CNN) for subject of person detection or human activity recognition and,
recognition through the analysis of UWB-radar data. It currently, none of them works on tiny devices except
was tested on a real-world in-car application. our previous work on presence detection[1].
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The goal is to classify the target in the * aCNN called TyCNN-C. JCW, # Conv. {Mik
first seat. The preprocessing module is tayer 1~ ayer2 | " pooiing
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The design of TyCNN-C extends the one of the TyCNN used in [1].
Quantization is used for further optimizing the execution.
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The considered tiny device is based
on an ESP32 MCU, has a RAM
memory limit of 100 KB, and should
execute the algorithm in<1s.
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