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#2 PROBLEM
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Instructions Executed Intermittently

Our objective is to enable the efficient intermittent execution of highly
parallelizable computations under dynamic environmental energy.

1. Intermittent computing unique factors (such as the store and recovery
overheads) might shade parallelization benefits;

2. Parallel programming model can be further complicated by
intermittent programming.

Multicore Intermittent Computing. We introduce the missing software
support that enables, for the first time, parallel intermittent computing
over multiple cores;

Power-scaling Runtime. We introduce the first intermittent runtime
that provides the missing parallel programming language constructs
and adaptively recol ures the multicore system concerning the
environmental power strength.

. Tsystemmc
min  (—m— 1
ne[Lng] = Tsystemsc
Pinput €Rz0

Condition when
parallelism is desired

Three parts of the performance dependence on the incoming
power and the number of cores working on a task. Red, yellow,
blue dots represent high, medium, and low point of the marked
line respectively.

Comparison of the speed up and the energy efficiency drop of
multicore intermittent systems.
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9 for (i = start; i < end; i++){
10 for (j = 0; j < m; j+H){

11 for (k = 05 k < m; ke){

12 cli1[3] += alil[k] * b[kI[j];
13}

14} 17 ainCore

15 } 18 waitCor

16 #end_parallel; |19
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‘ Static decisions ‘

‘ Dynamic decisions ‘ ‘ Smart dynamic decisions
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