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About Pluribus One

• University of Cagliari spin-off
– Established in 2015 as a spin-out of the Pattern Recognition and Applications Laboratory
– Holding a strong background on AI, cyber-security, and AI-security 

• check our blog https://www.pluribus-one.it/company/blog

• Manufacturer of Cyber Security Solutions
– Our leading product, Attack Prophecy, is an AI-powered solution
for the protection of Web Services
– Two more solutions coming soon:

• AISafe DNS for the protection of the endpoints
• xAV for the protection of the Mobile Devices

• Research Intensive Company
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Goals of the talk

• Goal #.1 To exemplify the process through which cyber-threats affecting CPS(oS) 
can  be modelled

• Goal #.2 To introduce some basic concepts to those of you less familiar with 
cyber-security

• Goal #.3 To provide the more curious references to study while in the way back 
home :-D 
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What does «to (cyber) attack» a CPS means?

• The video was
recorded in 2010 
during the Virus 
Bullettin conference 
in Vancouver

• The speaker was
actually showing a 
demo of with 
trojanised Siemens 
SCADA system
infected by Stuxnet.
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«Stuxnet», in brief

• Generally recognized as the first example
«state-sponsored» cyber-attack

– Apparently organized by the U.S. government
to delay Iranian’s Uranium enrichment program

– It is a «malware» which infected Windows machines running
the SIEMENS STEP 7 SCADA control software

• SIEMENS Step 7 was used to control the centrifuges
in the uranium enrichment facility in Natanz (IRAN) 

– Basically, what STUXNET did was to penetrate ring 0 (kernel level) of the Windows Operating System. This
allowed it to:
• have the centrifuges spinning out of control, eventually leading to their destruction
• control what the operating system reports to the user à operators realized of things going wrong

very late… 
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Did you know…
• Uranium as it is roughly found in 

nature is not directly «fissile» (thus
it can’t be used neither in a power
plant nor in a nuclear weapon)

• Of the 2 isotopes of which rough
Uraniun is mostly made (U-235 and U-
238), only the U-235 is «fissile».

• Being the U-235 isotope lighter then
the U-238, it can be separated from it
by vaporizing the uranium and making
it pass through a chain of very
quickly spinning centrifuges.

• The accurate control of the 
centrifuges speed is one of the most
critical steps in the whole process
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How STUXNET Worked
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Let’s quickly enumerate the most
evident threats….
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Threat #1 – The USB stick
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Threat #2 – Unupdated system
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Threat #3 – The Internet connection
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General considerations from the Stuxnet example

• Cyber-threats affecting a system, including a CPS, might be of different kind. 
But despite the specific domain in which the system operates:

– the larger the system is
– the higher the number of components it includes
– the higher the number of vulnerabilities and issues with such components
– the higher the number of people operating on the system
– the higher the number of threats

• Challenge:
– Similarly for what it would be done to prevent or address issues of other kind (e.g. energy

consumption, performance, etc.) it is necessary, also for cyber-security related issues, to adopt a 
systematic approach, since the early design stages of the CPS.

– How can we model the CPS and thus enumerate, analyse, evaluate, and eventually mitigate the 
threats possibly affecting it? 
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Risk Mitigation and Threat Modeling - 1

• Cyber-security is basically about risk mitigation

• Risk can be defined as the combination of the probability of an event and its consequences1. 
– Or risk can be evaluated as the product of hazardous event and the frequency, or probability of 

occurrence.

“... For operational plans development, the combination of threats, vulnerabilities, and impacts must be 
evaluated in order to identify important trends and decide where effort should be applied to eliminate or reduce 
threat capabilities; eliminate or reduce vulnerabilities; and assess, coordinate, and deconflict all cyberspace 
operations...” 

• Hazardous events (or threats) practically impact the assets, that is (not exhaustive list):
– all the subparts a CPS is made of
– all the pieces of information or material it handles or produces
– also the people working on the system (safety)

12

1ISO Guide 73:2009 - Risk Management -- Vocabulary
2The National Strategy for CyberSpace Operations – Office of the Chairman, Joint Chiefs of Staff, U.S. Department of Defense
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Risk Mitigation and Threat Modeling - 2
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Likelyhood Severity Insignificant
(e.g. no lost time at work)

Minor
(e.g. some lost time at work)

Moderate
(e.g. significant lost time at

work)

Major
(e.g. unable to return at work)

Catastrophic
(e.g. death)

Rare
(<3% chance)

Low Low Low Moderate Moderate

Unlikely
(3-10% chance)

Low Moderate Moderate High High

Moderate
(10-50% chance)

Low Moderate High Extreme Extreme

Likely
(50-90% chance)

Moderate High Extreme Extreme Extreme

Almost Certain
(>90% chance)

Moderate High Extreme Extreme Extreme

Likelyhood

Severity

• Thus to calculate the risk we need to:
1. List all the assets connected with a CPS
2. List all the threats connected with each asset and for each threat evaluate the impact on the asset
3. For each asset and for each threat (impact) affecting it, evaluate the likelyhood the threat occurs

You can check the «NIST Special Publication 800-30: Guide for 
conducting Risk Assessments» for a comprehensive analysis of 
the Risk Assessment subject. 
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Risk Mitigation and Threat Modeling - 2

• Thus to calculate the risk we need to:
1. List all the assets connected with a CPS
2. List all the threats connected with each asset and for each threat evaluate the impact on the asset
3. For each asset and for each threat (impact) affecting it, evaluate the likelyhood the threat occurs
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Likelyhood Severity Insignificant
(e.g. no lost time at work)

Minor
(e.g. some lost time at work)

Moderate
(e.g. significant lost time at

work)

Major
(e.g. unable to return at work)

Catastrophic
(e.g. death)

Rare
(<3% chance)

1 3 5 12 15

Unlikely
(3-10% chance)

3 7 9 25 35

Moderate
(10-50% chance)

5 9 25 50 60

Likely
(50-90% chance)

9 25 50 60 80

Almost Certain
(>90% chance)

12 35 60 80 100

Likelyhood

Severity

You can check the «NIST Special Publication 800-30: Guide for 
conducting Risk Assessments» for a comprehensive analysis of 
the Risk Assessment subject. 
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Threat Modeling

• Threat modelling generally helps with these two points:
1. List all the assets connected with a CPS
2. List all the threats connected with each asset and for each threat evaluate the impact on the asset

• Some approaches (which are more risk-oriented) allow to implement the third point
3. For each asset and for each threat (impact) affecting it, evaluate the likelyhood the threat occurs

• In order to achieve the goal threat modelling drives to:
– create an abstraction of the system
– identify profiles of potential attackers, including their goals and methods
– enumerate the potential threats that may arise

15
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A toy example

• In order to illustrate how to proceed, we will apply a basic threat modelling approach
to a very simple system, developed in the context of a research project on e-Health
• Overall goal of the system: 

– To collect clinical data through wearable sensors and to send them to a
remote platform to enable constant monitoring and advanced analytics on 
patients data

• Four logical layers
– Wearable sensors layers (e.g. sensors applied onto a t-shirt) 
– Nodes receiving sensors data
– A board hosting the nodes and 
operating as a gateway
– The remote application (Web-based API)

• Actors
– Patients
– Medical Staff

16

Raspberry Pi3 running a 
custom Linux distro
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Step #1 – Understanding how the system works

• In order to start modeling threats, it is first important to understand how the system works:
– Who are the actors
– Which are the components involved

• E.g. User stories can be used (other requirements gathering/elicitation approaches are fine as well)
– US#1. Patient Registration

• The patient in the ward receives from the hospital staff the monitoring node, then wears and activates it.
The hospital staff inserts in the system the patient's personal data, anamnestic data, other relevant
information, and link the activated device to the patient. The hospital staff repeats the procedure for non-
wearable devices. The system is ready to use and starts collecting data.

– US#2. Ordinary data acquisition
• The patient stays in the ward. The system collects data, activating the transmission from non-wearable 

devices when the patient interacts with a sensor (for example, a pressure sensor on a bed triggers the 
transmission when he is lying down/rising up), while the collection of data for the wearable node is done 
with a temporal resolution and a level of detail based on the connection and the type of (critical/non-
critical) monitoring.

17
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Step #2 - Representing the System with Data Flow Diagrams

• Data Flow Diagrams1 (DFDs) are a modelling tool (defined in the context of systems engineering) that allows 
to highlight the functional processes of a system, with a particular focus on showing what and where the 
data flows move. 

• The main parts of DFDs are the following:
– Entities (rectangle): external components that interact with the system. 

• In this specific example, and since it helps in highlighting several data flows, some internal components
(such as sensor nodes) are considered as Entities;

– Process (circle): a component that transforms an input stream into a different output; the process
name indicates the action accomplished;

– Data flow (line): the data moving from a component (an entity, a process) to another;
– Data store (rectangle without side edges): a database, file or similar;
– Authentication (red dashed line): It summarizes the various exchanges of data typical of the 

authentication process.

18

1E. Yourdon, Just Enough Structured Analysis, Chapter 9., 2006

Entity

Process

Data Store
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Step #2 - Representing the System with Data Flow Diagrams

• If the system is intrinsically complex and has dozens or even hundreds of functions to model, the risk is to 
have a DFD like the one below.

• How to avoid it?

19
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Step #2 - Representing the System with Data Flow Diagrams

• The answer is to organize the overall DFD in a series of levels so that each level provides successively more 
detail about a portion of the level above it. 
– This is analogous to the organization of maps in an atlas: 

• we would expect to see an overview map that shows us an entire country, or perhaps even the 
entire world; 

• subsequent maps would show us the details of individual countries, individual states within
countries, and so on. 

• The DFD representing the whole system is called «context diagram» 

20
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• Then, separated DFD can be used to model the different subparts of the system
– Different «levels» of the DFD can be defined, depending on the granularity of the representation

• Level 0 DFD

• Level 1 DFD

Step #2 - Representing the System with Data Flow Diagrams

21
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Step #2 - Representing the System with Data Flow Diagrams: 
final outcome

• What modelling the system with DFD allowed us to do, is:
– To comprehensively list all the assets in the system
– To comprehensively list all the data flows (data is
also an asset, of course)
– To represent interactions between the Entities (which
are both human-beings as well as devices) and the rest
of the system

• While modelling the threats, we should in 
principle assume they are not trustworthy…

• Now, it is time to list the threats affecting all of them

22

ELEMENT TYPE NAME (NUMBER)

Entity
Hospital staff
Wearable sensor node
Non-wearable sensor node
Gateway

Process

Insert patient (1.1)
Associate node (1.2)
Create configuration (1.3)
Pre-process data (2.1)
Process data (2.2)
View data (3.0)
Update patient (4.1)
Analyse data (5.0)

Data Store Patients
Nodes

Data Flow

Patient personal data
Node configuration
Configuration change request
Node activation/disabling
Position data
Node association
Raw data
Pre-processed data
Processed data
Data visualization request
Requested patient data
Node data
Alert



Pluribus One S.r.l. Proprietary and Confidential | Do not redistribute without NDA

Step #3 – Applying the STRIDE Threat Modeling

• STRIDE is a TMM adopted from Microsoft since 2002 and was included into the Secure Development Lifecycle
• STRIDE is a mnemonic, where each letter represent a particular category of threat to model
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Threat Property
Violated Threat Definition 

S Spoofing identify Authentication Pretending to be something or someone other than yourself

T Tampering with data Integrity Modifying something on disk, network, memory, or elsewhere

R Repudiation Non-repudiation
Claiming that you didn’t do something or were not responsible; can 
be honest or false 

I Information 
disclosure

Confidentiality Providing information to someone not authorized to access it

D Denial of service Availability Exhausting resources needed to provide service 

E Elevation of privilege Authorization Allowing someone to do something they are not authorized to do
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Step #3 – Applying the STRIDE Threat Modeling

• From the list of threats foreseen by the STRIDE methodology, it emerges that:
– Not all the threats apply to all the element types

• E.g.1 Spoofing definitely apply to Entities and Processes, but hardly to Data Stores
• E.g.2 Elevation of privileges only applies to Processes

– A matrix like the one below allows to do it

24

Element type
Spoofing 

(S)
Tampering 

(T)
Repudiation (R)

Information 
Disclosure 

(I)

Denial of 
Service

(D)

Elevation of 
Privilege 

(E)

Entity X X

Process X X X X X X

Data Store X X X X

Data Flow X X X
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Step #4 – Listing the actual Attack Patterns

• The mapping between the Element types and the Attack categories we did so far still does not highlight the 
real instances of attack

• Let’s consider the Spoofing attack which applies to Entities
– When it comes to Hospital staff, Spoofing means that somebody authenticated itself on the system

using somebody else credentials
– When it comes to sensors, it might mean that a rogue sensor has been connected to the system and is

sending fake data

• Thus:
– Conceptually the attack is similar (somebody or something is pretending to be somebody else)
– The real Attack Pattern which is observed is of course completely different, and also is the mitigation

measure
– A great help in listing AttackPatterns is provided by the CAPEC (Common Attack Pattern Enumeration

and Classification) framework - https://capec.mitre.org

25

https://capec.mitre.org/
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Step #4 – Listing the actual instances of the threats

26
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To recap:

• During the past 25 minutes we described a very simplified approach to threat modelling, organised in 4 steps
– STEP 1 – Understand the System (e.g. User Stories)
– STEP 2 – Conceptualize and Represent the System (e.g. Data Flow Diagrams)
– STEP 3 – Map the threats on the assets (using STRIDE)
– STEP 4 – Identify the real Attack Patterns (using the CAPEC framework) and the corresponding

mitigation measures
• In a real scenario, it would be also useful to organize the measures in a mitigation plan (STEP 5) (and of 

course to implement it). 

• Regarding the mitigation plan:
– Sometimes (Often…), the mitigation plan is implemented «informally»
– A cost & benefit analysis should be performed
– The sooner the threat modelling is performed, the smaller the cost of mitigation1

• Mitigating a threat identified in the design phase usually costs much less then doing it when
the system is already in production

28

1Gary Mc. Graw, Software Security, O’Really, 2006
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Beyond STRIDE and the (toy) example provided

• The one we have (quickly) seen today is actually not the only approach to Threat Modelling

• At least 12 different Threat Modelling methodologies do exist in the literature1, each one with its own focus:
– STRIDE (and Associated Derivations)
– PASTA
– LINDUUN
– CVSS
– Attack Trees
– Persona non Grata
– Security Cards
– hTMM
– Quantitative Threat Modeling Method
– Trike
– VAST Modeling
– OCTAVE

29

1N. Shevchenko, T.Chick, P. O’Riordan, T.P. Scanlon, C. Woody, Threat Modeling: a Summary of Available Methods, 2018
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Differences Between Threat Modelling Methods

30

Focus/Perspective Easy to Use Easy to Learn Documentation Automation Mitigation

STRIDE Defender Medium Medium Very Good Yes Yes

PASTA Risk No No Very Good No Yes

LINDUUN Assets/Data No Medium Good No Yes

CVSS Scoring No No Good Yes No

Attack Trees Attacker Yes Medium Good No No

Persona non Grata Attacker Yes Yes Some No No

Security Cards Attacker Yes Yes Very Good No No

hTMM Attacker/Defender Medium Medium Good No No

Quantitative Threat Modeling
Method

Attacker/Defender No No Some No No

Trike Risk Medium Medium Good for v1 No Yes

VAST Modeling Attacker Medium Medium Very Good Yes Yes

OCTAVE Risk/Organization No No Good No Yes

1N. Shevchenko, B.R. Frye, C. Woody, Threat Modeling for Cyber-Physical System-of-Systems: Methods Evaluation, 2018
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Persona non Grata

• As a threat modeling method, Persona non Grata (PnG) focuses on the motivations and skills of hu- man 
attackers. 
– It characterizes users as archetypes that can 
misuse the system and forces analysts to 
view the system from an unintended use 
point of view

• Tends to detect only a certain subset of threat
types
• This technique fits well into the agile approaches, 
which incorporates personas. 
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CVSS – Common Vulnerability Scoring System
• Often used in combination with other methods, the Common Vulnerability Scoring System (CVSS) is a method

that “capture[s] the principal charac- teristics of a vulnerability, and produce[s] a numerical score reflecting
its severity”.
– A CVSS score is computed based on values assigned by an analyst for each metric (an online 

calculator is available)
– Possible inconsistencies produced by different judging «experts»
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Base Metric Group Temporal metric
Group

Environmental Metric Group

Exploitability Metrics Impact Metrics

Exploit Code Maturity

Modified Base 
Metrics

Confidentiality
RequirementsAttack Vector

Confidentiality
Impact

Attack Complexity Integrity Impact
Remediation Level

Integrity
RequirementPrivileges Required Availability Impact

User Interaction
Report Confidence

Availability
RequirementScope
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Questions? 

Pluribus One S.r.l.
Via Vincenzo Bellini 9, Cagliari (CA), Italy
Via Emilio Segrè, 17, Elmas (CA), Italy

info@pluribus-one.it
www.pluribus-one.it

@pluribus_one

34

davide.ariu@pluribus-one.it

https://www.linkedin.com/in/davideariu/

@davideariu
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