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• Increasing network depth

• A feed-forward neural network with one hidden layer
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• Increasing network depth

• A feed-forward neural network with two hidden layers
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• Increasing network depth

• A feed-forward neural network with three hidden layers
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• Increasing network depth

• A feed-forward neural network with three hidden layers

• What is the need for such increase in depth?

• Universal Approximation Theorem

states one layer is enough…

• …and each layer brings in some extra

computational complexity and further parameters.
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• How to approximate a zig-zag function:

• Intuitively, the accuracy of the approximation depends on 𝑥 input space partitioning

• Without enough regions in the partition, approximation will be inaccurate

• Assume we want to use a deep neural network with ReLU
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• Using a deep neural network with ReLU as approximator
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• Using a deep neural network with ReLU as approximator

• Assume that all hidden layers  k > 2 are identical to h(2)

Piecewise linear functions
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