
ANALOG AND MIXED-SIGNAL
MICROELECTRONICS



ANALOG AND MIXED-SIGNAL
MICROELECTRONICS



Head: Ángel Rodríguez Vázquez

14 Doctors + 4 PhD Students

 2 Full Professors (US)
 1 Scientist Researcher (CSIC)
 4 Associate Professors (US)
 1 Tenured Scientist (CSIC)
 6 PostDocs

ANALOG AND MIXED-SIGNAL
MICROELECTRONICS



ANALOG AND MIXED-SIGNAL MICROELECTRONICS

Research Lines:

Design of AMS integrated circuits for sensing, signal conditioning and 
information processing in CMOS techs

① Design of ADCs and Mixed-Signal Interfaces

② Wireless Implantable and Wearable Intelligent Biosensor Devices

③ CMOS Smart Imagers and Vision Chips

④ Heterogeneous Sensory-Processing Systems and 3D Integration



European Training Network, H2020 (starting on October 1st)

ACHIEVE (ADVANCED HARDWARE/SOFTWARE COMPONENTS FOR INTEGRATED/EMBEDDED VISION SYSTEMS)



http://www.mastermicroelectronica.us.es/en/



Jorge Fernández-Berni, PhD

jfernandez8@us.es



Concepts of Imaging and Vision Sensors

VISION Main objective: scene understanding

IMAGING Main objective: image quality

Capture Demosaicing Exposure ctrl. Noise removal Output

Capture Noise removal Edge filtering Segmentation Feature
description



Vision chips based on focal plane processing



• Distributed processing is more efficient
than conventional serialized architectures

• Parallelizing computing resources:

a) meets otherwise intractable timing requirements (overcoming Amdahl’s law)

b) reduces the power consumption overhead due to data conversion and transfer
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Conventional image processing chain

Bioinspired/hierarchical approach

Functional / physical 3D mapping

3D architecture emulation

Technology CMOS 180nm

No. pixels 176×120

No. PE’s 88×60

Chip area 5×5 mm2

Cell area 44×44 mm2

Power 75nW/px @30fps

Min. filter s = 0.48

[IEEE JETCAS 2012]

Hierarchical vision processing architecture



Test and application 

development setup

Image capture and step-by-step Gaussian filtering

Fully-parallel conversion with ramp ADC

[IEEE ECCTD 2013]

Hierarchical vision processing architecture



Power efficiency through image representation



Power efficiency through image representation

FACE
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• Feature extraction: reduction of the dimensionality of  visual information by obtaining the most relevant and 
characteristic points or clusters of points

• Compressed sensing: efficient sampling technique that makes use of the sparsity of the signal in some domain

the efficient representation of the scene is conveyed 
one step further towards the sensors
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• Applications: adaptive image data transmission, high-speed sensing, feature extraction at image sensing, simplification 
of processing resources at the sensor node

Power efficiency through image representation



Depth Sensing

Ultrasonic wave

λ = 0.1 - 1 mm

(0.3 - 3 MHz)

Light wave

λ = 0.5 - 1 μm

(300 - 600 THz)

3D shape (distance) measurements

A.Triangulation
depth detection by

means of geometrical

angle measurement

B. Interferometry
depth detection by

means of optical coherent

time-of-flight 

measurement

C. Time-of-flight 

(TOF)
depth detection by

means of optical modulation

time-of-flight measurement

Microwave

λ = 3 - 30 mm

(10 - 100 GHz)

a) Pasive b) Active
a) Pulsed 

modulation

b) Continuously 

modulation (AM or 

FM)



Depth Sensing

© Softkinetics
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1) A photodiode biased beyond breakdown
stays at zero current until avalanche is
initiated

2) Avalanche can be triggered by one single
photon absorption event, DC or AP

3) Quenching circuit (active or passive) limits
the avalanche current by keeping
|V0-VA|<VBD

 Avalanche must be quenched to avoid
device destruction

 The simplest scheme is passive quenching

 Active quenching and recharge can be
employed to decrease dead time
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Passive quenching

Active quenching

Single-photon avalanche photodiodes
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SPAD+

=10.9V

V
SPAD+

=11.25V

ToF resolution measurement 6.82m

3.41m

1.39m
11.36ns (one way, furthest point that can be measured @50% duty-cycle)

22.73ns (one way)

[Niclass 2011]

Light source 
(laser)

Returning
light

9.28ns

Pulsed laser

SPAD chip

Lenses

SPAD applications: 3D imaging



SPAD applications: 3D imaging

3D Imager with In-Pixel TDC (145ps-ToF)

[Vornicu et al., ISCAS’16] 

Best Paper Award of 
the Sensory Systems 
Technical Committee
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SPAD applications: 3D imaging



SPAD applications: 3D imaging


